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SUMMARY

The problem of an outlier by applying the theory of incompletely
specified model in the sense of Baneraft (1964) has been discussed. The
bias and mean square error of the Preliminary test estimator for testing
the outlying observation have been studied. The mean square error of this
estimator is compared with that of the usual unbiased estimator in the
two cases according to whether the largest or the smallest observation is
an outlier.

INTRODUCTION

There could be two approaches to the problem of outlying
observations depending upon the interest of the scientist which may
be either in testing whether a particular observation is an outlier or
alternatively in obtaining a more accurate estimate of a population
parameter by retaining or discarding the anamolous observation
after this test. In the former case, the test for an outlier would be
an end itself but in the latter case if would constitute a preliminary
step for estimation of a population parameter subsequent to the
outlier test. In like manner, in outlier test would also constitute a
preliminary step for testing a hypothesis about a population para-
meter. In both these cases, the test for an outlying observation can
be termed as a preliminary test. In such cases then the power and
size of the subsequent test will also be important. We have discussed
in this paper the problem of an outlier by applying the theory of
incompletely specified model in the sense of Bancraft (1964). Further,
in this problem, we study the bias and mean square error of the
‘Preliminary test estimator’ obtained with the help of McKay’s test
(1935) for testing the outlying observation. The mean square error
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(MSE) of this estimator is then compared with that of the usual
unbiased estimator in the two cases according to whether the largest
or the smallest observation-is an outlier.

STATEMENT OF THE PROBLEM

Let X1, X3, ... , X, (n>>3) be an ordered sample in which X» or
X, is an outlying observation for which we assume that either of the
observations X7, X;..., X1 or Xp, X5 ..., X, constitute a random
sample of size n—1 from N (i, ¢®) and that X, or X; is a random
sample of one from N (g, 0%). If uy#y,, then Xy or X belongs to a
universe different from that generating the other n—1 observations
and as such X, or X; will be termed an outlier. Out problem is to
estimate p. For this, we first test the hypothesis H, : y;=p, against
w7, With the help of modified form of McKay’s test (1935) which
when used this way can be referred to as a preliminary test in sense
of Bancraft (1964).

For large samples, the possibility of having more than one out-
lier needs to be considered. If an observation is an outlier, consider
the remaining observations as a sample of size n—1 and according to
Ans Combe (1960) the procedure discussed above can again be
applied; and so on. The estimate of p; will be the mean of the
retained observations.

RULE OF PROCEDURE

For an ordered sample Xi, Xs, ..., X» of size n from a normal
population with known variance o2, let

n-—-1 n
. 1 , 1 .
X-n'-l_n___l sz‘?n—l_ o ZXI

i=1 i=2
and

n
- 1 z .1 -
X= _YT Xi= 7‘ [(Il—-l) 1Yn-1+Xn]

i=1
= -'lz— [(n—1) X -+ X4]

Depending then on whether X» or X; is an outlier, we define a
random variable Z as Z=X,— Xn-1 if X» is suspected to be an out-
lier or as Z=X,-1— X if X is suspected to be an outlier.

For a pre-assigned significance level « and a critical value of
the statistic Z corresponding to this significance level if | Zl_ > &y,
then X» or X; will be considered an outlier and in that case Xn—y or
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X'n_y is then used as an estimate of p;. Alternatively if | Z| < &,
then Xa or X; will not be considered an outlier and in that case X is
then used as an estimate of p;.

The estimation procedure based op an incompletely specified
mode! calls for determining the bias and the mean square error of
the preliminary estimator X* where

Xn_y if Xnis an outlier
X¥= ¢ X', if X; is an outlier
X if neither X, nor X; is an outlicr.
The bias and MSE of X* are now derived for the two cases
depending on whether X,, or X; is an outlier.

Case I. (When X is an outlier)

n o? 2
Let A=po—y, G; =n—_——l and 03—;= —%—.

Since. Z= Xy— X,—1, the assumption about the distributions of
X, and Xn_; imply that Z is distributed as N (A, o-zz and

j’ as N [MM’ 0-2_]
n X

and further that Z and X are independent.
The expected value of X* is now given by

EXP=E[Xo1,1Z1 2 E]P1Z1 > E]+E[X, 1Z1<E]
P1Z1<E,). (D

Since Z and X are independently distributed, their joint density
can be writen as

Y)— 1 —1/2 Z—ATV
f(Z,X)—O'Z \/—2_7: € oz ’
1 12 2 [ - (n—1) P-1+L12]2
= 2 g% _— 7 = =
OV (IR . )

The expressions for the second component of (J) can easily be
written as
¥ — (—Diatin —0(5—
E[X,1Z]1<tq]= nPIIZI<E] (DB +Ex)—D(3—Ex)]
where

5= _ AVn—1
oz o/ n
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where p=:/—1:_ and A and 3 are same as defined in Case I. The
n
MSE(X*) expressed as a fraction of o2 is given by

MSE X% 1 1 s (S —E N — o
_7__’:_1+n(n_1)[8 (OO +E)— DB —Ex)} —{ @B +Ea)

' ~-0@Q fu)-— B+HEND(5+Ex)+ (@ —~E) P —E}] ...(7)

which is same as (5) of Case I.

DiscussiON OF RESULTS

Here we discuss the results of bias and mean square error of
the preliminary test estimator under case 1 and 2. From ), (5),
(6), and (7) it is observed that the bias and mean square error of the
estimator under discussion are the functions of 3 parameters namely

%, n and 4 and out of which # is fixed in advance and determined
by the experiment. Therefore the behaviour of bias and mean
square error of the estimator is being studied for different values of
o and %. The study has been made for a=.05, .10 and .25 and

A

é>o since Bias (é)-—* —Bias( —é—) and MSE (—) =MSE
[0} g G g

(—- %) in both the cases.

Tables 1 to 3 give the bias of the preliminary test estimator
under case 1. The bias is zero for %=0 and at #=24 it tends
to zero for @=.05, .10 and .25. 1t also decreases with the increase in

" the level of significance for fixed values of %— For a=.05 and .10,
the bias is maximum at%-1.50 but for «=.25 the maximum occurs
at?A =[1.23.

Since the preliminary test estimator is in general biased and the
estimator Xn_y (X'n—y) is always unbiased, it seems more appropriate

to talk of the relative efficiency which is defined as @

MSE (Unbiased Estimator)
MSE (Preliminary Test Estimator)

R.E. = 100%

Tables 4 to 6 give the different values of relative efficiency.
From the tables, we observe that for «=.05, .10 and .25, the prelimi-
nary test estimator is more efficient over the unbiased estimator

for —%—<.75 and becomes less efficient for %‘>O'75‘ The relative

efficiency decreases with the increase in the level of signiﬁcance from
“=.05 tO ,25v’




1-258D (p1'0=")

L]
(sX) smrg

¢ d71dvl

800" clo 610° $T0° 341 00t
§20° 620 [420) £90° nr 00T
LT0" (431} Ly0° 690" 81’ SL'Y
820° b0 840’ 690° 61T 0s'1
Lzo 410} Ly0’ L90 601" A
140 620 9¢0° 650° or 00’1
0z0° $20° (3100 8+0° 180° SL'O
b10° L1 ye0° 1230 LSO 0s°Q
L0O’ 800" tAl0N L1y 620" §T0
000" 000 000° 000" ¢00° 000
144 14 Pl 0l 9 o

v

SOILSILV.LS TVENLTIN0IYOV 40 Al3I00S NVIANI FHL 40 1YNYNOf 9f

o]
1-258D (S0°0=") X) seig

I 379VL



44 74 r oI 9

o
v
u
*§0'g =" “10)BwlISH PIsLIqUR 3y} 0} X JO AUSLIH NEPY
]
¥ 714Vl
700'— 100 T00° €00’ Lo0’ 00°€
€00° 900 600 £10° §T0° 00
900" 800° 40} (0 0€0° SL'T
Lo 600° €10’ 610° £¢0° 05°1
800° 010’ y10° 120° §¢0° Yt
800 600° y10° 610- gL’ . 00'I
LOY 80" 20 810° 8¢0° SL'0
§00° 900° 600" (41 120 0s0
£00° €00 $00° 900° 110’ sT0
000 000" 000° 000 600’ 00°0
_ -
» 0t 141 or 9
. o
Y
u

fel
1-3s8D (s7 0=") ) soid
1) sol

€ HT1dV.L

L S¥dr1ino 40 AMOHHL AHL NI STAQOW adldIO8ds ATd1L5TaWOONI




§T°0=7 ‘IojewSy paseiqun Y} 0} X Jo AIURPUIH AARLPY
g 41avl

001 L60 960 60 060 00'€
960 60 ¥60 £80 980 00z
960 [ 160 760 880 SL'T
LG6O 960 $60 £60 060 0s'T
L60 L60 960 $60 #60 STl
660 860 660 860 860 00'1
001 001 0ol 101 01 SLO
101 101 701 £01 01 050
101 201 g0l 501 601 €70
01 ) o1 901 0il 00°0

01°0=% 10)ewnSY PIseIqun 9y3 03 LX JO AU ALY

S 4714vVL

SOLLSLILV.LS "IVYNLTINOINOV 40 XLAID0S NVIANI JHL 40 T¥NYNOr



—n

INCOMPLETELY SPECIFIED MODELS IN THE THEORY OF OUTLIERS 39

In the end, an indiscriminate use of the unbiased estimator
(assuming that the extreme observation is outlier) is not good because
it is often less efficient than the preliminary test estimator. Similarly an
indiscriminate use of the estimator X (assuming that no observation
is outlier) is also not good because it gives large bias and is less
efficient. From the above study we conclude that if we have a prior

information that % is small (say close to 0.75) the use of a<(.05 is

recommended for the preliminary test and the estimator will be more
efficient over the unbiased estimator. If we have a prior information

about —%—>1.0 then the use of unbiased estimatOr which is more

efficient over the preliminary test estimator is recommended.

ILLUSTRATION

We illustrate the above procedure by using the following data
due to K. Pearson (1931) which pertain to the capacities (in cubic
centimeters) of 17 male Marior skulls :

1230, 1318, 1380, 1420, 1630, 1378, 1348, 1380, 1470, 1445, 1360,
1410, 1540, 1260, 1364, 1410 and 1548.

To test whether the highest observation 1630 is an outlier, on
assuming normality and applying the modified form of McKay’s test
with ¢=97.83, we conclude that the largest observation 1630 is an
outlier at 5% level of significance and therefore cannot be retained
for the estimation of the capacities of Male Marior skulls.

Since in this example the estimate of X is 2.37 for which the

bias of the preliminary test estimator is small but this estimator is
also less efficient and therefore cannot be preferred over the unbiased

estimator and hence the observation 1630 is anomolous.
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